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ON THE OPTIMALITY OF CONVERGENCE CONDITIONS FOR

MULTISCALE DECOMPOSITIONS IN IMAGING AND INVERSE

PROBLEMS

SIMONE REBEGOLDI AND LUCA RONDI

Abstract. We consider the multiscale procedure developed by Modin, Nach-
man and Rondi, Adv. Math. (2019), for inverse problems, which was inspired
by the multiscale decomposition of images by Tadmor, Nezzar and Vese, Multi-
scale Model. Simul. (2004). We investigate under which assumptions this clas-
sical procedure is enough to have convergence in the unknowns space without
resorting to use the tighter multiscale procedure from the same paper. We
show that this is the case for linear inverse problems when the regularization
is given by the norm of a Hilbert space. Moreover, in this setting the multiscale
procedure improves the stability of the reconstruction. On the other hand, we
show that, for the classical multiscale procedure, convergence in the unknowns
space might fail even for the linear case with a Banach norm as regularization.
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1. Introduction

We consider the multiscale decomposition developed in [13], which extended to
inverse problems and other imaging applications the so-called (BV -L2) multiscale
decomposition of images introduced in [19] and based on the classical ROF model
for denoising [16]. We briefly review this general multiscale procedure and its main
features.

Let X be a real Banach space with norm ‖ · ‖ = ‖ · ‖X . Let E be a closed
nonempty subset of X .

Let Y be a metric space with distance d = dY . Let Λ̃ ∈ Y and Λ : E → Y such
that the function E ∋ σ 7→ d(Λ̃,Λ(σ)) is continuous with respect to the (strong)
convergence in X .

The model we have in mind is the following kind of inverse problem. We aim
to recover the unknown properties of a physical system by some kind of indirect
measurements, for example by suitably probing it and measuring its reaction. In
this case X is the unknown data space or unknowns space, with E representing the
admissible ones, and Y is the measurements space. The possibly nonlinear operator
Λ is the operator mapping the unknown data into the corresponding measurements.
We aim to recover the unknown data σ̃ ∈ E from Λ̃, an approximation of the corre-
sponding measurements Λ(σ̃). Even if Λ is injective, that is, we have uniqueness for
the inverse problem, usually its inverse is not continuous, that is, we lack stability of
the inverse problem. In order to recover stability, we have to impose suitable a priori
assumptions on the unknowns or, from the numerical point of view, adopt a suitable
regularization procedure. Since here we use a variational method of reconstruction,
we focus on a Tikhonov type regularization with a regularization operator R.

Let us fix R : X → [0,+∞], with R(0) = 0, and two positive constants α and β
such that the following holds.
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2 S. REBEGOLDI AND L. RONDI

Assumption 1. For σ̂ = 0 and for any σ̂ ∈ E and any λ > 0 the following
minimization problem admits a solution

(1.1) min
{
λ
(
d(Λ̃,Λ(σ̂ + u))

)α
+ (R(u))β : σ̂ + u ∈ E

}
.

Inspired by [19], in [13] the following multiscale procedure was developed. Fixed
positive parameters λn, n ≥ 0, let σ0 = u0 ∈ E solve

(1.2) min
{
λ0

(
d(Λ̃,Λ(u))

)α
+ (R(u))β : u ∈ E

}
.

Then by induction we define σn, n ≥ 1, as follows. Let un be a solution to

(1.3) min
{
λn

(
d(Λ̃,Λ(σn−1 + u))

)α
+ (R(u))β : σn−1 + u ∈ E

}

and we denote σn = σn−1 + un, that is, σn is the partial sum

(1.4) σn =
n∑

j=0

uj for any n ∈ N.

By Assumption 1, the sequence {σn}n≥0 exists, but it might be not uniquely de-
termined. Since

(1.5) d(Λ̃,Λ(σn)) ≤ d(Λ̃,Λ(σn−1)) for any n ≥ 1,

we can define
ε0 = lim

n
d(Λ̃,Λ(σn))

and note that
ε0 ≥ δ0 = inf

{
d(Λ̃,Λ(σ)) : σ ∈ E

}
.

The following two theoretical questions are of interest.

1) Convergence in the measurements space. Prove that {σn}n≥0 is a mini-
mizing sequence, that is, ε0 = δ0 or

lim
n

d(Λ̃,Λ(σn)) = inf
{
d(Λ̃,Λ(σ)) : σ ∈ E

}
.

2) Convergence in the unknowns space. If 1) holds, prove that σn converges
in X , possibly up to a subsequence, to σ∞ ∈ E. Moreover, show that σ∞ is a
solution to the inverse problem, namely it solves the minimization problem

(1.6) min
{
d(Λ̃,Λ(σ)) : σ ∈ E

}
.

We assume that 1) holds. Indeed, if σnk
→ σ∞ in X as k → +∞, then σ∞

solves (1.6). Therefore, a necessary condition for 2) to hold is that the minimization
problem (1.6) admits a solution.

Before discussing questions 1) and 2), let us review the development of the theory
so far. The multiscale decomposition started in a beautiful paper, [19], where a noisy
image f was decomposed by the same iterative procedure using the ROF model for
denoising, [16], namely for f ∈ L2(Ω)

min
{
λ0‖f − u‖2L2(Ω) + TV (u) : u ∈ L2(Ω)

}
.

In other words, hereX = E = Y = L2(Ω), Λ is equal to the identity, R(u) = TV (u),
TV denoting the total variation, and Ω is either R2 or a bounded Lipschitz domain
contained in R

2. In [19] it was proved that for f ∈ BV (Ω), or some intermediate
space between BV (Ω) and L2(Ω), we have the following multiscale decomposition

f = lim
n

σn =

+∞∑

n=0

un in L2(Ω).

In [20], such a multiscale decomposition method was applied, without any conver-
gence results, to other imaging problems, for instance to a deblurring problem. In
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this case, Λ : L2(Ω) → L2(Ω) is a linear blurring operator (for example the convo-
lution with a suitable point spread function if Ω = R

2), and f is a perturbation due
to noise of a blurred original image σ̂, that is, f = Λ(σ̂) + noise and the multiscale
procedure is based on

min
{
λ0‖f − Λ(u)‖2L2(Ω) + TV (u) : u ∈ L2(Ω)

}
.

The deblurring problem is the prototype for the linear case we discuss below.
In [13], the convergence analysis for these multiscale procedures was greatly en-

hanced and the multiscale theory was extended to include general nonlinear inverse
problems and other imaging applications such as image registration in the LDDMM
framework. The main results of [13], at least for inverse problems, will be summa-
rized below. An immediate side effect of [13, Theorem 2.1], which is here recalled
as Theorem 1.1, was the proof that the multiscale decomposition of images in [19]
is valid for any f ∈ L2(Ω). We point out that such a result was actually announced
in [7] but their proof, which used completely different methods, has never been
published.

After [13], multiscale procedures gained more and more attention and several
further developments appeared. In [9] quantitative convergence and error estimates
as well as stopping criteria depending on noise level were analyzed for the linear
case. Still in the linear case, in [8], the use of convex or nonconvex regularization
terms was discussed. In [12], the procedure has been extended to optimal trans-
port problems. In [21] the multiscale procedure has been used for solving a blind
deconvolution problem.

Back to our questions, about issue 1), a comprehensive solution is given in [13,
Theorem 2.1], which we recall for the convenience of the reader.

Theorem 1.1. Assume that

(1.7) R(0) = 0, R(−u) = R(u) and R(u+ ũ) ≤ R(u) +R(ũ) for any u, ũ ∈ X.

Assume also that

(1.8) {u ∈ E : R(u) < +∞} is dense in E

and that Assumption 1 holds.

If

(1.9) lim sup
n

2βn

λn
< +∞,

then for the multiscale sequence {σn}n≥0 given by (1.2), (1.3) and (1.4) we have

ε0 = δ0, that is,

lim
n

d(Λ̃,Λ(σn)) = inf
{
d(Λ̃,Λ(σ)) : σ ∈ E

}
.

The following assumptions on R guarantee that the required hypothesis on R in
Theorem 1.1 are satisfied.

Assumption 2. We assume that R satisfies (1.7), (1.8),

(1.10) {u ∈ X : R(u) ≤ b} is relatively compact in X, for any b ∈ R

and

(1.11) R is lower semicontinuous on X, with respect to the convergence in X.

Issue 2) is much more delicate. Given Assumption 2, in [13] a so-called tighter

multiscale procedure was developed, for which a result analogous to Theorem 1.1
holds, see [13, Theorem 2.4]. For such a tighter version, in [13, Theorem 2.5] con-
vergence, up to a subsequence, of σn in X was proved, provided the following is
satisfied.
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Assumption 3. There exists σ̂ ∈ E such that

(1.12) d(Λ̃,Λ(σ̂)) = δ0 = min
{
d(Λ̃,Λ(σ)) : σ ∈ E

}
and R(σ̂) < +∞.

Without loss of generality, one can further assume that σ̂ solves the following min-
imization problem

(1.13) min
{
R(σ) : σ ∈ E and d(Λ̃,Λ(σ)) = δ0

}
= R0 < +∞.

Under Assumption 3, we call set of optimal solutions of the inverse problem the
set Sopt given by

Sopt =
{
σ ∈ E : d(Λ̃,Λ(σ)) = δ0 and R(σ) = R0

}
.

Remark 1.2. If Assumption 3 holds, then we can drop in Theorem 1.1 the dense-
ness condition (1.8).

In this paper we investigate whether, under Assumption 3, the tighter proce-
dure is really needed or we can guarantee convergence of σn also for the classical
multiscale procedure. We consider two particular cases.

A) The linear case. Let X and Y be Banach spaces and E = X . Let Λ : X → Y
be a continuous linear operator. Let R : X → [0,+∞] be a convex function on
X . We assume that α ≥ 1 and β ≥ 1.

B) The convex case. Let X be a Banach space and Y be a metric space. We

assume that E is convex and that E ∋ σ → d(Λ̃,Λ(σ)) is a continuous convex
function. Let R : X → [0,+∞] be a convex function on X . We assume that
α ≥ 1 and β ≥ 1.

We note that the linear case is a particular case of the convex one. For the convex
case, an interesting assumption on R is the following.

Assumption 4. For any u and ũ ∈ X such that u 6= ũ and R(u) = R(ũ) < +∞,
we have

R(u+ t(ũ− u)) < R(u) = R(ũ) for any t ∈ (0, 1).

Moreover, we talk of a Banach norm regularization if R is of the following kind.

Assumption 5. Let F be a Banach space such that Ẽ = F ∩X 6= {0}. Then we
define the regularization R for any u ∈ X as

(1.14) R(u) =

{
‖u‖F if u ∈ F ∩X
+∞ otherwise.

We note that R satisfies (1.7) and it is convex on Ẽ, thus on X .

Remark 1.3. We note that if R is the norm of a vector space, such as in Assump-
tion 5 for example, Assumption 4 correspond to strict convexity of the normed
vector space.

Finally, we talk of a Hilbert norm regularization if R is as in Assumption 5 with
F being a Hilbert space, namely if R is of the following kind.

Assumption 6. Let H1 be a Hilbert space such that Ẽ = H1 ∩X 6= {0}. Then we
define the regularization R for any u ∈ X as

(1.15) R(u) =

{
‖u‖H1

if u ∈ H1 ∩X
+∞ otherwise.

We note that R satisfies (1.7), it is convex on Ẽ, thus on X , and it satisfies As-
sumption 4.
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About question 2), that is, convergence in the unknowns space for the classi-
cal multiscale procedure, we have results both of positive kind (Section 3) and of
negative kind (Section 4).

In Section 3.1 we show our convergence results for the classical multiscale proce-
dure. Under Assumption 3, convergence up to subsequences is proved in the convex
case when R is a Hilbert norm regularization as in Assumption 6, see Theorem 3.2.
Another interesting feature of the Hilbert norm regularization is that, under As-
sumption 3, convergence, both in the measurements space and in the unknowns
space, is guaranteed provided lim

n
λn = +∞ without any further control of the rate

with which the sequence goes to +∞, that is, we can drop the assumption (1.9).
Let us note that under the assumptions of Theorem 3.2, there exists exactly one
optimal solution, that is, Sopt = {σ̂}, with σ̂ solving (1.13). In the linear case, still
for a Hilbert norm regularization, something more can be said, Corollary 3.5. In
fact, we have that lim

n
σn = σ̂ in X , that is, the following multiscale decomposition

holds

σ̂ =
+∞∑

n=0

un in X.

We also show that for the Hilbert norm regularization, the multiscale procedure
helps to improve the stability of the reconstruction for inverse ill-posed problems,
with respect to the single-step regularization, see Section 3.2. A numerical illustra-
tion and validation of such an improvement of the stability for an image deblurring
problem is contained in Section 3.3.

Unfortunately, such results might cease to hold even in the linear case for a
Banach norm regularization and under Assumption 3. Actually, convergence in
the unknowns space may fail completely since ‖σn‖X might be even diverging to
+∞. In order to show this, in Section 4 we develop several counterexamples. In
Theorems 4.2 and 4.5 we consider two examples in the discrete case, for spaces of
sequences. In Theorem 4.10 we consider a continuous case, with the same structure
as the original construction developed in [19] on the line, that is, for the multiscale
decomposition of signals, but with a linear continuous and injective operator Λ
which is different from the identity. In other words, for some very nasty linear
blurring or deforming operators of signals, the multiscale procedure might not be
converging in the unknowns space. We conclude that to guarantee convergence
of the classical multiscale procedure some further structural assumptions on the
problem or the operator Λ are required. We show here that the regularization being
the norm of a Hilbert norm suffices. Another interesting example is the so-called
closure bound, [18, formula (4.19)], used in [18] to construct through the multiscale
procedure bounded solutions in R

N to the equation div(u) = f for f ∈ LN .
The plan of the paper is as follows. Section 2 is a preliminary section where we

review the linear case, when Y = H is a Hilbert space, α = 2 and β = 1. We show a
Parseval-like identity (Section 2.1), following Meyer’s work [11] we provide a char-
acterization of minimizers (Section 2.2), and we briefly discuss applications to the
classical (BV -L2)-decomposition of images or signals developed in [19] (Section 2.3).
In Section 3, we develop our positive results for the Hilbert norm regularization.
Finally, in Section 4, we construct several counterexamples showing the possible
failure of convergence in the unknowns space.

2. The linear case

In this section we review some basic properties of the linear case, when Y is
a Hilbert space. Apart from some remarks in Section 2.3, all other results in this
section are well-known.
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Let Y = H be a Hilbert space with scalar product 〈·, ·〉H and norm ‖ · ‖H . Let
X be a Banach space, E = X , and let Λ : X → H be a bounded linear operator.
Let R : X → [0,+∞] be a function such that R(0) < +∞.

We consider the following minimization problem, for some positive parameter λ0

and a given datum f ∈ H ,

(2.1) min
{
λ0‖f − Λ(u)‖2H +R(u) : u ∈ X

}
.

Remark 2.1. The minimum, if it exists, is always finite since for u = 0 the value
of the functional to be minimized is ‖f‖2H +R(0). Hence, if u0 is a minimizer, then
R(u0) < +∞.

We begin with a remark on uniqueness, whose proof is standard.

Remark 2.2. Assume that R is convex on X . If a solution u0 to (2.1) exists, then

u solves (2.1) if and only if Λ(u− u0) = 0 and R(u) = R(u0).

Thus if Λ is injective on Ẽ = {u ∈ X : R(u) < +∞} or R satisfies Assumption 4,
then uniqueness holds.

2.1. Parseval-like identity. We call Ẽ = {u ∈ X : R(u) < +∞}. From now

on, we assume that Ẽ is a linear subspace of X and that R is even and positively
1-homogeneous on Ẽ, that is, R(au) = |a|R(u) for any u ∈ Ẽ and any a ∈ R. We
note that R(0) = 0.

Remark 2.3. If we further assume that R satisfies the triangle inequality on Ẽ,
that is,

R(u+ ũ) ≤ R(u) +R(ũ) for any u, ũ ∈ Ẽ,

then R satisfies (1.7) and it is convex on Ẽ, thus on X .

We begin with the following statement.

Proposition 2.4. Let u0 be a solution to (2.1). We call v0 = f − Λ(u0), that is,
f = Λ(u0) + v0. Then

(2.2) 〈v0,Λ(u0)〉H =
1

2λ0
R(u0).

Consequently

(2.3) ‖f‖2H = ‖Λ(u0)‖2H + ‖v0‖2H +
1

λ0
R(u0).

Proof. We have that u0 is a minimizer if and only if

(2.4) λ0‖v0‖2H +R(u0) ≤ λ0‖v0 − εΛ(h)‖2H +R(u0 + εh)

for any h ∈ Ẽ and any ε ∈ R.

Let us apply the formula to h = u0 itself, with |ε| < 1. We obtain

2ελ0〈v0,Λ(u0)〉H ≤ εR(u0) + ε2λ0‖Λ(u0)‖2H .

Using 0 < ε < 1, dividing by ε and letting ε go to 0, we deduce that

2λ0〈v0,Λ(u0)〉H ≤ R(u0).

The converse inequality is obtained analogously using −1 < ε < 0. �

Let us assume that a solution to (2.1) exists for any f ∈ H . Then we can build
the multiscale procedure, with a sequence of positive parameters λj , j ≥ 0. We call
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v−1 = f . Then, if uj is the solution at step j, and vj = vj−1 −Λ(uj), for any j ≥ 0,
we conclude that for any n ≥ 0

f =

n∑

j=0

Λ(uj) + vn = Λ




n∑

j=0

uj


+ vn

and

(2.5) ‖f‖2H =

n∑

j=0

(
‖Λ(uj)‖2H +

1

λj
R(uj)

)
+ ‖vn‖2H .

Let
δ0 = inf {‖f − Λ(σ)‖H : σ ∈ X} .

Then
f = f̃ + ṽ

where f̃ ∈ Λ(X) and ṽ is orthogonal to Λ(X), thus ‖ṽ‖H = δ0. Thus vn = ṽ + ṽn
where ṽn ∈ Λ(X) and

‖vn‖2 = ‖ṽ‖2H + ‖ṽn‖2H = δ20 + ‖ṽn‖2H .

We can conclude with the following proposition, containing the Parseval-like
identity.

Proposition 2.5. Let us assume that a solution to (2.1) exists for any f ∈ H. If

ṽn → 0 in H, that is, lim
n

‖f − Λ(σn)‖H = δ0, then

(2.6) f = ṽ +
+∞∑

j=0

Λ(uj) and ‖f‖2H = ‖ṽ‖2H +
+∞∑

j=0

(
‖Λ(uj)‖2H +

1

λj
R(uj)

)
.

Here the series on the left has to be intended in H and we recall that ‖ṽ‖H = δ0.

2.2. Characterization of minimizers. Let R be a Banach norm regularization,
that is, it satisfies Assumption 5 for a Banach space F . We recall that R satisfies
(1.7) and it is convex on Ẽ, thus on X . Moreover, it is even and positively 1-

homogeneous on Ẽ.
Let G = F ∗ and let ‖ · ‖∗ be its norm. Let f ∈ H and f∗ be the linear functional

on H associated to f . We say that f∗ ◦ Λ belongs to G if the functional F ∩X ∋
u 7→ 〈f,Λ(u)〉H is bounded with respect to the F -norm on u, that is, there exists
C ≥ 0 such that

〈f,Λ(u)〉H ≤ C‖u‖F for any u ∈ F ∩X.

We call

(2.7) ‖f∗ ◦ Λ‖∗ = sup{〈f,Λ(u)〉H : u ∈ F ∩X with ‖u‖F = 1}.
Then, by Hahn-Banach, f∗ ◦ Λ|F∩X can be extended to an element of G with the
same ‖ · ‖∗-norm.

Using Meyer’s arguments in [11], the following well-known result can be easily
obtained.

Proposition 2.6. Let f ∈ H and let u0 be a solution to (2.1). Then we have the

following characterizations.

a) u0 is a minimizer if and only if

(2.8) ‖v∗0 ◦ Λ‖∗ ≤ 1

2λ0
and 〈v0,Λ(u0)〉H =

1

2λ0
‖u0‖F ,

where v0 = f − Λ(u0) and v∗0 is the linear functional on H associated to v0.

b) u0 = 0 if and only if f∗ ◦ Λ ∈ G and ‖f∗ ◦ Λ‖∗ ≤ 1

2λ0
.
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c) If ‖f∗ ◦ Λ‖∗ >
1

2λ0
, including when f ◦ Λ /∈ G, then (2.8) may be replaced by

(2.9) ‖v∗0 ◦ Λ‖∗ =
1

2λ0
and 〈v0,Λ(u0)〉H =

1

2λ0
‖u0‖F > 0.

2.3. Applications to the classical (BV -L2) decompositions. In the classical
(BV -L2) decomposition we have X = E = H = L2(Ω), Λ is just the identity map,
α = 2 and β = 1. The set Ω is either R

N , N ≥ 1, or a bounded domain with
Lipschitz boundary contained in R

N , N ≥ 1. About R, this is a BV -related norm
or seminorm, typically it is the total variation.

For Ω = R
N , N ≥ 1, the homogeneous BV space on R

N , N ≥ 1, is defined as
follows. We say that u ∈ BV (RN ) if Du, its gradient in the distributional sense, is a
bounded vector valued Radon measure on R

N and u satisfies a suitable condition at
infinity. Namely, if N = 1, then BV (R) ⊂ L∞(R), with continuous immersion, and
the condition at infinity here is that (a good representative of) u ∈ BV (R) satisfies
lim

t→−∞
u(t) = 0. If N ≥ 2, we require that u ∈ BV (RN ) vanishes at infinity in a

weak sense. We note that BV (RN ) ⊂ LN/(N−1)(RN ), with continuous immersion,
and u belonging to LN/(N−1)(RN ) already guarantees that u vanishes at infinity in
a weak sense. Finally, we endow the homogeneous BV (RN ) space with the norm
given by the total variation of Du, namely

‖u‖BV (RN ) = |Du|(RN ) = TV (u).

We refer to Section 1.12 in Meyer’s book [11] for further details.
About bounded domains, let us consider Ω ⊂ R

N , N ≥ 1, to be a bounded
domain with Lipschitz boundary. BV (Ω) is the set of L1(Ω) functions such that
Du is a bounded vector valued Radon measure on Ω. Its norm is given by

‖u‖BV (Ω) = ‖u‖L1(Ω) + |u|BV (Ω)

where the seminorm |u|BV (Ω) is just the total variation of u, that is, |Du|(Ω) =

TV (u). We recall that BV (Ω) is continuously contained in LN/(N−1)(Ω) and that
it is compactly contained in L1(Ω).

Let

L1
∗(Ω) =

{
u ∈ L1(Ω) :

ˆ

Ω

u = 0

}
and BV∗(Ω) =

{
u ∈ BV (Ω) :

ˆ

Ω

u = 0

}
.

Then we note that

‖u‖BV∗(Ω) = |u|BV (Ω)

is a norm on BV∗(Ω) which is topologically equivalent to the usual BV -norm.
Overall, we distinguish four different cases, in all of them f ∈ H .

i) F = BV (RN ), N ≥ 1, H = L2(RN ), R(u) = ‖u‖BV (RN ) = |Du|(RN ).

ii) Let Ω be a bounded domain of RN , N ≥ 1, with Lipschitz boundary. Then
F = BV (Ω), H = L2(Ω), R(u) = ‖u‖BV (Ω).

iii) Let Ω be a bounded domain of RN , N ≥ 1, with Lipschitz boundary. Then
F = BV (Ω), H = L2(Ω), R(u) = |u|BV (Ω) = |Du|(Ω).

iv) Let Ω be a bounded domain of RN , N ≥ 1, with Lipschitz boundary. Then
F = BV∗(Ω), H = L2

∗(Ω), R(u) = ‖u‖BV∗(Ω) = |u|BV (Ω) = |Du|(Ω).
In any of these cases, (1.7) and (1.8) hold. Morevorer, existence, and uniqueness,

of a solution to (2.1) is guaranteed, hence Assumption 1 also holds. Therefore,
Theorem 1.1 is true and all the results of Section 2.1 applies. In particular, see for
more details Theorem 3.2, Theorem 3.3 and Remark 3.4 in [13], in all these cases
vn → 0 in H , that is, we can apply Proposition 2.5 with δ0 = 0 and ṽ = 0 and the
multiscale decomposition and the Parseval-like identity of (2.6) hold true. We note
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that in [13] the Parseval-like identity was stated only for N = 2 but actually holds
in any dimension N ≥ 1.

Remark 2.7. We compare cases iii) and iv). Let f ∈ L2(Ω) and let us consider
case iii), that is,

(2.10) min
{
λ0‖f − u‖2L2(Ω) + |u|BV (Ω) : u ∈ BV (Ω) ∩ L2(Ω)

}
.

Then the minimizer u0 satisfies

1

|Ω|

ˆ

Ω

u0 =
1

|Ω|

ˆ

Ω

f.

Hence if f ∈ L2
∗(Ω), the two minimization problems, (2.10) and the one of case

iv), namely

(2.11) min
{
λ0‖f − u‖2L2(Ω) + ‖u‖BV∗(Ω) : u ∈ BV∗(Ω) ∩ L2(Ω)

}
,

are perfectly equivalent.
Moreover, for any f ∈ L2(Ω), the minimizer u0 of (2.10) is such that

u0 =
1

|Ω|

ˆ

Ω

f + ũ0

where ũ0 ∈ BV∗(Ω) solves (2.11) with f replaced by f̃ = f − 1

|Ω|

ˆ

Ω

f ∈ L2
∗(Ω).

Finally, v0 = f0 − u0 = f̃0 − ũ0 ∈ L2
∗(Ω). We conclude that, up to removing the

constant given by the mean of f on Ω, case iii) can be reduced to case iv), where the
main advantage is that the penalization term is actually a norm. Moreover, in the
multiscale procedure such an issue appears in the first step only, since v0 ∈ L2

∗(Ω),
thus vn ∈ L2

∗(Ω) for any n ∈ N.

Finally, in all cases the results of Subsection 2.2 are valid. In fact, for cases i),
ii) and iv), R is indeed the norm of a Banach space. About case iii), this can be
reduced to case iv) by Remark 2.7.

3. Regularization by Hilbert norms

We consider the convex case. Namely, we assume that E is convex and that
E ∋ σ → d(Λ̃,Λ(σ)) is a continuous convex function. Let R : X → [0,+∞] be a
convex function on X satisfying the assumptions of Theorem 1.1. We assume that
α ≥ 1 and β ≥ 1.

We further assume that R satisfies Assumption 4. Let Assumption 3 be satisfied
and let σ̂ ∈ E be a solution to (1.13). Let us call

(3.1) S =

{
σ̃ ∈ E : R(σ̃) < +∞ and d(Λ̃,Λ(σ̃)) = δ0 = min

σ∈X
d(Λ̃,Λ(σ))

}
.

Note that S is a convex set and, by Assumption 4 on R, σ̂ solving (1.13) is unique,
that is, Sopt = {σ̂}.

We call σ−1 = 0. Clearly σ0 = u0 ∈ E solution to (1.2) satisfies R(u0) ≤ R(σ̂) ≤
R(σ̃) for any σ̃ ∈ S. If σ0 = u0 = σ̂, then σn = σ̂ for any n ≥ 1. For any n ≥ 0, if
σn−1 ∈ S, then σm = σn−1 for any m ≥ n. Let n ≥ 0 and let un be the solution to
(1.3) and σn = σn−1 + un. We consider the segment connecting σn to σ̃ ∈ S, that
is,

l = {x(t) = σn + t(σ̃ − σn), t ∈ [0, 1]}
and we claim that

(3.2) R(x− σn−1) > R(un) for any x ∈ l\{σn}.
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Let us assume that l\{σn} is not empty. Then, by contradiction, assume that
R(x(t0)− σn−1) ≤ R(un) for some 0 < t0 ≤ 1. By convexity, we have

(3.3)
(
d(Λ̃,Λ(x(t))

)α ≤
(
d(Λ̃,Λ(σn)

)α
for any 0 < t ≤ 1

and by Assumption 4 on R

(R(x(t) − σn−1))
β < (R(un))

β for any 0 < t < t0,

thus contradicting the minimality of un.

Remark 3.1. To prove (3.2), we have used the convexity of E ∋ σ → d(Λ̃,Λ(σ))
only to show (3.3). Indeed, convexity implies that, being σ̃ a minimizer, the function

[0, 1] ∋ t 7→ d(Λ̃,Λ(x(t)) is decreasing with respect to t.

3.1. Convergence results. We show that the simple observation contained in
(3.2) has a very important consequence when the regularization R is chosen to be
the norm of a Hilbert space, that is, when Assumption 6 is satisfied.

In fact, under Assumption 6 and assuming that (1.10) and (1.11) hold, we have
for any σ̃ ∈ S

(3.4) ‖σ̃ − σn‖H1
≤ ‖σ̃ − σn−1‖H1

for any n ≥ 0.

Property (3.4) follows from the property (3.2). In fact, assuming that σn is different
from σ̃, for any 0 < t ≤ 1

‖x(t)− σn−1‖2H1
= ‖σn + t(σ̃ − σn)− σn−1‖2H1

> ‖σn − σn−1‖2H1
,

that is,

t2‖σ̃ − σn‖2H1
+ 2t〈σn − σn−1, σ̃ − σn〉H1

> 0 for any 0 < t ≤ 1,

which implies

(3.5) 〈σn − σn−1, σ̃ − σn〉H1
≥ 0.

We conclude that

(3.6) ‖σ̃ − σn−1‖2H1

= ‖σ̃ − σn‖2H1
+ ‖σn − σn−1‖2H1

+ 2〈σn − σn−1, σ̃ − σn〉H1
≥ ‖σ̃ − σn‖2H1

and (3.4) is proved.

Theorem 3.2. Let E ⊂ X be convex and let E ∋ σ → d(Λ̃,Λ(σ)) be a continuous

convex function. Let us assume that R is as in Assumption 6 and that it satisfies

(1.10) and (1.11). Let Assumption 3 be satisfied. Let α ≥ 1 and β ≥ 1.
Then, calling σ−1 = 0, for any n ≥ 0 we have

(3.7) distH1
(σn, S) ≤ distH1

(σn−1, S) ≤ ‖σ̂‖H1
.

Furthermore, if lim
n

λn = +∞, we have

(3.8) lim
n

d(Λ̃,Λ(σn)) = δ0 = min
σ∈X

d(Λ̃,Λ(σ)),

and

(3.9) lim
n

distX(σn, S) = 0.

Finally, for any subsequence {σnk
}k∈N there exists a subsequence {σnkj

}j∈N con-

verging to σ∞ ∈ S as j → +∞.

Remark 3.3. Contrary to the classical multiscale procedure, no control on the
order of infinity of the sequence λn is required. This is essentially due to Assump-
tion 6. Moreover, by Assumption 3, we do not require condition (1.8), that is, that
H1 ∩E is dense in E.
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Proof. The decreasing property of (3.7) is an immediate consequence of (3.4).
About (3.8), we follow the proof of [13, Theorem 2.1]. Actually the argument

here is much simpler. By contradiction, assume that δ0 < ε0. We have that

δ0 = d(Λ̃,Λ(σ̂)) < ε0 and ‖σ̂‖H1
< +∞.

For any n ≥ 0,

λn

(
d(Λ̃,Λ(σn))

)α
+ ‖un‖βH1

≤ λn

(
d(Λ̃,Λ(σ̂))

)α
+ ‖σ̂ − σn−1‖βH1

hence
0 < λn

(
εα0 − δα0

)
≤ ‖σ̂ − σn−1‖βH1

≤ ‖σ̂‖βH1
.

If lim
n

λn = +∞, we obtain a contradiction and (3.8) is proved.

Before showing (3.9), we prove the last property. Since ‖σn‖H1
≤ 2‖σ̂‖H1

for
any n ≥ 0, by compactness, there exists a subsequence of {σnkj

}j∈N converging in

X to σ∞. By (3.8), we immediately conclude that d(Λ̃,Λ(σ∞)) = δ0 and, by lower
semicontinuity, ‖σ∞‖H1

≤ 2‖σ̂‖H1
, that is, σ∞ ∈ S. Thus the last property holds

true.
About (3.9), by contradiction let us assume that it is not true. Then there exists

ε > 0 and a subsequence {σnk
}k∈N such that distX(σnk

, S) > ε for any k ∈ N. But
this contradicts the last property. �

Remark 3.4. As it can be seen from the proof and using Remark 3.1, in Theo-
rem 3.2 we can replace the assumption that E ∋ σ → d(Λ̃,Λ(σ)) is convex with the
following. It is enough to assume that for σ̂ as in Assumption 3 and for any σ ∈ E
we have

[0, 1] ∋ t 7→ d(Λ̃,Λ(σ̂ + t(σ − σ̂))) is increasing with respect to t.

The only difference in the result is that we need to replace (3.7) with

(3.10) ‖σn − σ̂‖H1
≤ ‖σn−1 − σ̂‖H1

≤ ‖σ̂‖H1
for any n ≥ 0.

Corollary 3.5. Let E = X, Y be a strictly convex Banach space and Λ : X → Y be

a bounded linear operator. Let us assume that R is as in Assumption 6, it satisfies

(1.10) and (1.11), and that H1 ∩X is a closed subspace of H1. In other words, we

assume that H1 ⊂ X. Let Assumption 3 be satisfied and let α ≥ 1 and β ≥ 1.
Then, calling σ−1 = 0, for any n ≥ 0 we have

(3.11) distH1
(σn, S) ≤ distH1

(σn−1, S) ≤ ‖σ̂‖H1
.

Furthermore, if lim
n

λn = +∞, we have

(3.12) lim
n

d(Λ̃,Λ(σn)) = δ0 = min
σ∈X

d(Λ̃,Λ(σ)),

and

(3.13) lim
n

σn = σ̂ in X,

that is,

σ̂ =

+∞∑

n=0

un in X.

Proof. Clearly (3.11) and (3.12) hold tue. It remains to prove (3.13). First of all,
we note that, since H1 ⊂ X and the immersion is compact, if vn ⇀ v weakly in
H1, then vn → v strongly in X . We investigate the structure of S. We note that
S is a convex set which is closed in H1. Moreover, let σ̃ ∈ S, with σ̃ 6= σ̂. Then,
‖Λ̃−Λ(σ)‖Y = ‖Λ̃−Λ(σ̂)‖Y implies, by the strict convexity of Y , that Λ(σ̃) = Λ(σ̂).
We conclude that

S = σ̂ +
(
Ker(Λ) ∩H1

)
= σ̂ +K
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where K is a suitable closed subspace of H1. Note that ‖σ̂‖ ≤ ‖σ̃‖ for any σ̃ ∈ S,
hence σ̂ is orthogonal to K, since σ̂ is the projection of 0 on S.

When K = {0}, that is, when Λ is injective on H1, S = {σ̂} and (3.13) imme-
diately follows from (3.9). Otherwise, assume that K is not trivial. We claim that,
for any n ≥ 0, un, hence σn, is orthogonal to K in H1. Since σ−1 = 0, it is enough
to show by induction that σn−1 orthogonal to K implies that un is orthogonal to
K. Let v ∈ K\{0} and let σ̃ = σ̂ + λv for some constant λ ∈ R. Then, recalling
(3.5), we have

〈un, λv + σ̂ − σn〉H1
≥ 0 for any λ ∈ R

which implies
〈un, v〉H1

= 0 and 〈un, σ̂ − σn〉H1
≥ 0

and the required orthogonality is proved.
By contradiction, let us assume that for some subsequence {σnk

}k∈N we have
σnk

→ σ∞ ∈ S in X with σ∞ 6= σ̂, that is, σ∞ = σ̂ + v for some v ∈ K\{0}. But,
up to a subsequence which we do not relabel, σnk

⇀ σ∞ weakly in H1. We deduce
that

0 = 〈σnk
, ṽ〉H1

→ 〈σ∞, ṽ〉H1
for any ṽ ∈ K,

hence σ∞ = σ̂ + v is orthogonal to K. Since σ̂ is orthogonal to K, we obtain a
contradiction if v 6= 0. �

3.2. Improvement of the stability of the reconstruction. We show how the
stability of the reconstruction for a linear inverse ill-posed problem may be improved
if we use the multiscale procedure with a Hilbert norm as regularization. Let us
consider the assumptions of Corollary 3.5. Let Y = H be a Hilbert space with
scalar product 〈·, ·〉H and norm ‖ · ‖H . Let X be a Banach space, E = X , and
let Λ : X → H be a bounded linear operator. Let us assume that R is as in
Assumption 6, it satisfies (1.10) and (1.11), and that H1 ∩X is a closed subspace
of H1. In other words, we assume that H1 ⊂ X . We consider α = 2 and β = 1.
Let σ̂ ∈ H1 be such that Λ̃ = Λ(σ̂), hence Assumption 3 is satisfied. Moreover, we
assume that Λ is injective on H1, thus σ̂ is the only solution to the inverse problem

Λ(σ) = Λ̃

under the a priori hypothesis that σ ∈ H1. We note that we are considering exact
data without any noise.

Let {λn}n≥0 be a strictly increasing sequence of positive parameters such that
lim
n

λn = +∞. By Corollary 3.5, we know that the sequence σn constructed by our

multiscale procedure is converging to σ̂. We now consider a corresponding single-
step regularization. Namely, let σ̃n, for any n ≥ 0, be the solution to

(3.14) min
{
λn‖Λ̃− Λ(σ)‖2H + ‖σ‖H1

: σ ∈ X
}
.

We note that σn and σ̃n are uniquely identified. Moreover, we have that for any
n ≥ 0

‖σ̂ − σ̃n‖H1
≤ ‖σ̂‖H1

and

‖Λ(σ̂ − σ̃n)‖2H ≤ ‖σ̂‖H1

λn
.

We can conclude that also σ̃n converges to σ̂ in X as n → +∞. On the other hand,
we recall that for any n ≥ 0

(3.15) ‖σ̂ − σn‖H1
≤ ‖σ̂ − σn−1‖H1

≤ ‖σ̂‖H1

and

‖Λ(σ̂ − σn)‖2H ≤ ‖σ̂ − σn‖H1

λn
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since ‖σ̂ − σn−1‖H1
≤ ‖σ̂ − σn‖H1

+ ‖un‖H1
.

Let us assume that

‖Λ(σ̂) ◦ Λ‖∗ >
1

2λ0
.

Then, for any n ≥ 0,

(3.16) ‖Λ(σ̂ − σn) ◦ Λ‖∗ = ‖Λ(σ̂ − σ̃n) ◦ Λ‖∗ =
1

2λn
.

We can consider this, roughly speaking, as the resolution or the scale we wish to
obtain by our reconstruction method for the inverse problem. Hence the two meth-
ods give the same resolution. However, the multiscale method behaves better with
respect to stability. In fact, let us assume that the following conditional stability
estimate holds. For any C > 0, there exists a modulus of continuity ωC such that
if ‖σ‖H1

≤ C, then

‖σ‖X ≤ ωC(‖Λ(σ)‖H).

Clearly, ωC ≤ ωC1
for any 0 < C ≤ C1. Then, unless we have any further informa-

tion, we can just compare

(3.17) ‖σ̂ − σ̃n‖X ≤ ω‖σ̂‖H1



√

‖σ̂‖H1

λn




with

(3.18) ‖σ̂ − σn‖X ≤ ω‖σ̂−σn‖H1



√

‖σ̂ − σn‖H1

λn


 .

Recalling (3.15), it is evident that the second one is better and that it can potentially
improve with n, both in the error, besides the factor λn, and in the a priori bound.

3.3. Image deblurring with Hilbert regularization: numerical illustration.
In the following, we compare numerically the multiscale decomposition method and
the single-step procedure defined by (3.14) on an image deblurring test problem.
Our goal is to verify that the multiscale approach practically improves the stability
of the image reconstruction, as theoretically suggested by the estimates (3.17)-(3.18)
given in the previous section. All the numerical experiments hereby reported have
been performed by means of routines implemented in Matlab R2023a.

Let us assume that the unknown image belongs to the space H1(Ω), Ω = (0, 1)2,

equipped with the usual norm ‖σ‖H1(Ω) = (‖σ‖2L2(Ω) + ‖∇σ‖2L2(Ω))
1
2 . Note that

this regularization space preserves smoothness but does not allow for edges [5, 10].
Furthermore, we let Λ : L2(Ω) → L2(Ω) be a continuous linear operator modelling

the blurring process on the image. Given an observed image Λ̃ ∈ L2(Ω), we aim at

solving the linear inverse problem Λ(σ̂) = Λ̃, where σ̂ ∈ H1(Ω) denotes the clean
image that needs be restored. Under the assumption that a unique solution σ̂ to
the inverse problem exists, we can conclude that the sequence {σn}n≥0 generated
by the multiscale procedure, as well as the sequence {σ̃n}n≥0 generated by the
single-step procedure, converge to σ̂ in L2(Ω) as n → +∞.

We discretize the problem as follows. Let h = 1/N be the discretization step

and σ̂h = (σ̂((i − 1)h, (j − 1)h))Ni,j=1 the (vectorized) matrix in R
N2

representing

a discretized version of the clean image σ̂ in H1(Ω). Analogously, Λh ∈ R
N2×N2

denotes the blurring matrix obtained by discretization of the blurring operator Λ,

and Λ̃h ∈ R
N2

represents the discretization of the observed image Λ̃. Then, our
discrete problem consists in finding σ̂h such that Λhσ̂h = Λ̃h.
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Figure 1. Test images. Crab Nebula NGC 1952 (left) and plane-
tary Nebula NGC 7027 (right).

For a discrete image u = (ui,j)
N
i,j=1 in R

N2

, we denote the 0-th and 1-st order
Tikhonov terms as

‖u‖22 =
N∑

i,j

u2
i,j, ‖∇u‖22 =

N∑

i,j=1

(ui+1,j − ui,j)
2 + (ui,j+1 − ui,j)

2.

Given a parameter δ > 0, we consider the following discretized and smoothed
version of the H1-norm:

Rh,H1(u) =
(
‖u‖22 + ‖∇u‖22 + δ2

) 1
2 .

Let {λn}n∈N be a sequence of positive parameters with lim
n

λn = +∞. Then, the

multiscale procedure generates the sequence of iterates {σh,n}n∈N in R
N2

as follows

σh,1 = uh,1 = argmin
u∈RN2

λ1‖Λ̃h − Λhu‖22 +Rh,H1(u)(3.19)




uh,n = argmin

u∈RN2

λn‖Λ̃h − Λh(u+ σh,n−1)‖22 +Rh,H1(u)

σh,n = σh,n−1 + uh,n, n = 2, 3, . . .
(3.20)

Likewise, the sequence {σ̃h,n}n∈N generated by the single-step procedure is given
by

(3.21) σ̃h,n = argmin
σ∈RN2

λn‖Λ̃h − Λhσ‖22 +Rh,H1(σ), n = 1, 2, . . .

We consider two Hubble Space Telescope 256×256 grayscale images, representing
the Crab Nebula NGC 1952 and the planetary Nebula NGC 7027, respectively, see
Figure 1. These images have been previously employed in several astronomical image
deconvolution tests [1, 3, 14, 17]. We note that the H1 regularization is well-suited
for these images, as they are smooth objects whose borders fade smoothly into the
background.

Two different tests are set up. In the first test, we aim at restoring the artificially
blurred images of the two nebulas, assuming that no noise is present in the data.
We simulate numerically the blurred images by convolving each test image with a
Gaussian kernel of size 9× 9 and standard deviation 2. The top right corner of the
resulting blurred images are reported in Figure 2 (first column). In the second test,
we also corrupt the blurred images by adding white Gaussian noise with variance
0.01. The top right corner of the resulting blurred and noisy images are shown in
Figure 3 (first column).

In the noiseless tests, we set λn = 2n−5, n = 1, . . . , 40, as the sequence of
regularization parameters in both the multiscale procedure (3.19)-(3.20) and the
single-step procedure (3.21); likewise, in the noisy tests, we choose λn = 2n−5,
n = 1, . . . , 20, for both methods. Note that, at each iteration, both procedures
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Figure 2. Noiseless tests. Zoomed details of the Crab Nebula
NGC 1952 (first row) and the planetary Nebula NGC 7027 (second
row). From left to right: blurred image, best deblurred image with
single-step procedure, and best deblurred image with multiscale
procedure.

require the solution of a minimization subproblem of the form minσ∈RN2 Fh,n(σ),

where Fh,n : RN2 → R is continuously differentiable and convex. We solve these
subproblems by means of a gradient method of the form

{
σ
(0)
h,n ∈ R

N2

σ
(ℓ+1)
h,n = σ

(ℓ)
h,n − αℓλℓ∇Fh,n(σ

(ℓ)
h,n), ℓ = 0, 1, . . .

where the steplength αℓ > 0 belongs to a compact subset of the positive real
numbers set and is computed by adaptive alternation the two Barzilai-Borwein
rules [4], whereas the linesearch parameter λℓ ∈ (0, 1] is computed by performing an
Armijo linesearch along the descent direction. Note that such a scheme is guaranteed
to converge to a minimizer of Fh,n in the convex setting for any choice of the initial

guess σ
(0)
h,n, see e.g. [2, 6]. For the multiscale approach, the initial guess of the

subproblem solver is chosen as either the observed image Λ̃h for n = 1, or the
image Λ̃h − Λhσh,n−1 for each n ≥ 2. For the single-step procedure, we let Λ̃h be
the initial guess of the subproblem solver for all n ∈ N. For both procedures, we

stop the inner sequence {σ(ℓ)
h,n}ℓ≥0 when either a maximum number of ℓmax = 2 ·104

iterations is reached or the following stopping criterion is met

‖Fh,n(σ
(ℓ+1)
h,n )− Fh,n(σ

(ℓ)
h,n)‖

‖Fh,n(σ
(ℓ+1)
h,n )‖

≤ τ and
‖∇Fh,n(σ

(ℓ+1)
h,n )‖

‖∇Fh,n(σ
(0)
h,n)‖

≤ τ, τ = 10−4.

Focusing on the noiseless tests, we show in Figure 2 the top right corner of
the deblurred images provided by the single-step regularization method (second
column) and the multiscale method (third column), respectively, equipped with
the values of the regularization parameter λn that yield the lowest reconstruction
error for both methods. For the Crab Nebula NGC 1952 (first row), the single-step
regularization method provides its best deblurred image for λ30 = 225 corresponding
to a relative reconstruction error ‖σ̃h,n− σ̂h‖/‖σ̂h‖ of 0.140, whereas the multiscale
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Figure 3. Noisy tests. Zoomed details of the Crab Nebula NGC
1952 (first row) and the planetary Nebula NGC 7027 (second row).
From left to right: blurred image, best deblurred image with single-
step procedure, and best deblurred image with multiscale proce-
dure.

method provides its best deblurred image at the last iteration, i.e. for λ40 = 235,
with a relative reconstruction error ‖σh,n − σ̂h‖/‖σ̂h‖ of 0.050. For the planetary
Nebula NGC 7027 (second row), both methods provide their best deblurred image
at the last iteration, however the single-step regularization method yields an error
of 0.016, whereas the multiscale method retains an error of 0.004. Therefore, for
both tests images, the multiscale method yields the lowest reconstruction error and
provides the best and most detailed image, as it can be seen by looking at the
zoomed details in Figure 2.

Figure 4 shows the decrease of the relative reconstruction errors of the two meth-
ods in the noiseless tests. From these plots, we can see that the single-step regu-
larization method becomes numerically unstable after the first 15 − 20 iterations,
whereas the multiscale method outperforms significantly the single-step method for
most iterations. These results are coherent with the theoretical estimates (3.17)-
(3.18), which suggested the superiority of the multiscale method in terms of stability
of the reconstruction.

Regarding the noisy tests, we report the top right corner of the deblurred im-
ages in Figure 3. For the Crab Nebula NGC 1952, the two methods provides the
same minimum value of the reconstruction error (0.2), although the multiscale
method reaches the minimum three iterations later than the single-step regulariza-
tion method, i.e. with λ9 = 24. Analogously, for the planetary Nebula NGC 7027,
the multiscale method reaches a slightly smaller value of the reconstruction error
(0.041 against 0.047) three iterations later than its competitor, with λ7 = 22. Vi-
sually, the two deblurred images of the Crab Nebula NGC 1952 look comparable,
whereas the multiscale method provides a less noisy reconstruction of the second
test image. The plots of the relative reconstruction error in Figure 3.3 suggest that
the multiscale method is more robust to the presence of noise, as the minimum
values are reached at a later stage, which according to (3.16) corresponds to a finer
scale, and are kept for longer iterations than the single-step approach.
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Figure 4. Noiseless tests. Decrease of the relative error ‖σh,n −
σ̂h‖/‖σ̂h‖ for the multiscale method (blue, dashed line) and ‖σ̃h,n−
σ̂h‖/‖σ̂h‖ for the single-step regularization method (red, solid line),
with respect to the iteration number. Left: Nebula NGC 1952.
Right: Nebula NGC 7027.
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Figure 5. Noisy tests. Decrease of the relative error ‖σh,n −
σ̂h‖/‖σ̂h‖ for the multiscale method (blue, dashed line) and ‖σ̃h,n−
σ̂h‖/‖σ̂h‖ for the single-step regularization method (red, solid line),
with respect to the iteration number. Left: Nebula NGC 1952.
Right: Nebula NGC 7027.

4. Counterexamples

In this section we construct examples showing that the tighter multiscale version
can be needed even in the linear case. Overall we present three counterexamples,
the first two in a discrete settings, namely for sequences spaces, the third in a
continuous setting for the reconstruction of a deformed signal.

4.1. First counterexample for sequences spaces. Let X = E = l1 andH = l2.
We consider

F = Ẽ =

{
γ ∈ l1 : ‖γ‖F =

+∞∑

n=1

n|γn| < +∞
}
.

We define R as in (1.14). We note that R is convex on X , it satisfies Assumption 2,
and we also have F ⊂ X . Note that

G =

{
κ : ‖κ‖∗ = sup

n∈N

|κn|
n

< +∞
}
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where the duality is given by

〈κ, γ〉 =
+∞∑

n=1

κnγn for any κ ∈ G and γ ∈ F.

We fix α = 2 and β = 1.
We fix constants M ≥ 2, α0 > 0, k ∈ N, k ≥ 3, c0 > 0, b > 0, 0 < δ < 1/k. We

call A1 = 1− kδ, Ai = δ, i = 2, . . . , k− 1, and Ak = 2δ, so that

k∑

i=1

Ai = 1. For any

m = 1, . . . , k, we call Cm =

m∑

i=1

Ai. Clearly C1 = A1 and Ck = 1.

For any n ≥ 0 we let

λn = α0M
n.

For any j ∈ N, let

ηj =

√
c0
M j

and µj = −δηj .

For any j ≥ 0, let

(4.1) uj =
b

j + 2
ej+2

and, for any n ≥ 0, let

(4.2) σn =

n∑

j=0

uj .

We note that lim
n

‖σn‖X = +∞.

We define the linear operator Λ : X → H as follows. For any j ≥ 2

Λ(ej) =
j

b

[(
k∑

i=1

Aiηj+i−2ej+i−2

)
+ µj+k−2ej+k−2 − µj+k−1ej+k−1

]

whereas

Λ(e1) =

(
k∑

m=1

Cmηmem

)
+

(
+∞∑

m=k+1

ηnem

)
+ µkek.

Clearly

(4.3) Λ(γ) =

+∞∑

j=1

γjΛ(ej) for any γ ∈ l1.

Lemma 4.1. The operator Λ defined in (4.3) is a bounded linear operator from

X = l1 into H = l2. Moreover, Λ is injective on l1, thus in particular on F .

Proof. It is immediate to check that Λ is a bounded linear operator from l1 to l2,
actually it is a bounded linear operator from lp to l2 for any 1 ≤ p ≤ +∞. We now
prove that Λ is injective on l1. Let us assume that γ̃ = Λ(γ) = 0, that is, γ̃j = 0 for
any j ∈ N. We call bj = b/j, j ≥ 2, and we claim that Λ(γ) = 0 if and only if

γj
bj

= −γ1 for any j ≥ 2.

It follows that γ1 = 0, thus γ = 0, otherwise γ = γ1(1,−b/2, . . . ,−b/j, . . .) 6∈ l1.
We prove the claim by induction. We have

0 = γ̃1 = A1η1γ1 +A1η1
γ2
b2

,
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that is, γ2/b2 = −γ1. Let j ≥ 3 and assume that γl/bl = −γ1 for any 2 ≤ l < j. For
2 ≤ m = j − 1 < k,

0 = γ̃m = Cmηmγ1 +

m∑

i=1

Aiηm
γm+2−i

bm+2−i
= ηm

(
Cmγ1 −

m∑

i=2

Aiγ1 +A1
γj
bj

)

and the claim is true for 2 ≤ j ≤ k. For m = k we have

0 = γ̃k = (ηk + µk)γ1 + (Akηk + µk)
γ2
b2

+
k−1∑

i=1

Aiηk
γk+2−i

bk+2−i

= ηk

(
Ck−1γ1 −

k−1∑

i=2

Aiγ1 +A1
γk+1

bk+1

)

and the claim holds for 2 ≤ j ≤ k + 1. Let j − 1 = m ≥ k + 1. Then

0 = γ̃m = ηmγ1 +

k∑

i=1

Aiηm
γm+2−i

bm+2−i
+ µm

[
γm+2−k

bm+2−k
− γm+1−k

bm+1−k

]

= ηm

(
Ckγ1 −

k∑

i=2

Aiγ1 +A1
γm+1

bm+1

)

and the proof is concluded. �

We fix Λ̃ = Λ(e1). Hence Assumption 3 is satisfied. In fact, e1 ∈ F and, by the
injectivity of Λ, e1 is the only solution to

0 = ‖Λ̃− Λ(e1)‖H = min{‖|Λ̃− Λ(γ)‖H : γ ∈ l1}.

Nevertheless, we have the following result.

Theorem 4.2. For any M ≥ 2 and α0 > 0, if k = 5, there exist suitable constants

c0 > 0, b > 0, 0 < δ < 1/k such that the sequence {σn}n≥0 as in (4.1), (4.2)
coincides with the multiscale sequence {σn}n≥0 given by (1.2), (1.3) and (1.4).

Remark 4.3. A simpler version of this example, which illustrates the underlying
idea without all technicalities, is presented in [15]. However, this simpler version
does not work for any M ≥ 2 but only for M big enough, roughly for M ≥ 6.

Remark 4.4. We note that, by injectivity of Λ and Remark 2.2, the multiscale
sequence is uniquely defined. Since ‖σn‖X → +∞ as n → +∞, we have an example
where no subsequence of σn converges, despite we are in the linear case and both
Assumptions 2 and 3 hold. Let us note, however, that we can also consider Λ as
a bounded linear operator from l2 to l2. In this case, Λ is not injective anymore

and actually σn → σ∞ =
∑

j=2

b

j
ej , where the series is in the l2 sense, and, by the

arguments developed in the proof of Lemma 4.1, we have Λ(σ∞) = Λ(e1).
Another interesting fact is that, on the contrary, in this case the single-step

regularization actually works. Namely, for λ > 0 we call σ̃λ the solution to

min
{
λ‖Λ(e1)− Λ(σ)‖2H + ‖σ‖F : σ ∈ X

}
,

and we have that σ̃λ is uniquely defined and it is not difficult to show that indeed

lim
λ→+∞

‖Λ(e1)− Λ(σ̃λ)‖H = 0 and lim
λ→+∞

‖e1 − σ̃λ‖X = 0.
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Proof. By the characterization of minimizers developed in Subsection 2.2, in par-
ticular by Proposition 2.6, it is enough to show that for any n ≥ 0 we have

(4.4) ‖(Λ(e1)− Λ(σn)) ◦ Λ‖∗ ≤ 1

2λn
and

〈Λ(e1)− Λ(σn),Λ(un)〉H =
1

2λn
‖un‖F ,

that is, that (2.8) holds for any n ≥ 0.

For any n ≥ 0, we call n1 = n + 2 ≥ 2 and compute Λ(σn) =

n1∑

j=2

b

j
Λ(ej). We

have, for 2 ≤ n1 ≤ k,

Λ(σn) =

(
n1−1∑

m=1

Cmηmem

)
+

(
k∑

m=n1

(
n1−1∑

i=1

Am+1−i

)
ηmem

)

+

(
n1+k−2∑

m=k+1

(1− Cm+1−n1
) ηmem

)
+ µkek − µn1+k−1en1+k−1

and for n1 ≥ k + 1

Λ(σn) =

(
k−1∑

m=1

Cmηmem

)
+

(
n1−1∑

m=k

ηmem

)

+

(
n1+k−2∑

m=n1

(1− Cm+1−n1
) ηmem

)
+ µkek − µn1+k−1en1+k−1.

We conclude that, in both cases, that is, for any n1 ≥ 2,

Λ(e1)− Λ(σn) =

(
n1+k−2∑

m=n1

Cm+1−n1
ηmem

)
+ (ηn1+k−1 + µn1+k−1)en1+k−1

+

(
+∞∑

m=n1+k

ηmem

)
.

For any j ∈ N and n1 = n+ 2 ≥ 2, we call

Aj,n1
=

1

j
〈Λ(e1)− Λ(σn),Λ(ej)〉H

so that
‖(Λ(e1)− Λ(σn)) ◦ Λ‖∗ = sup

j∈N

|Aj,n1
|.

Our aim is to show that the following claim is true.

Claim 1. For any M ≥ 2 and α0 > 0, if k = 5, there exist suitable constants
c0 > 0, b > 0, 0 < δ < 1/k such that the following holds. For any n ≥ 0, calling
n1 = n+ 2, we have

(4.5) |Aj,n1
| ≤ An1,n1

=
1

2λn
=

1

2α0Mn
=

M2

2α0Mn1
for any j ∈ N.

More precisely, let j(n1) = min{j : 2 ≤ j ≤ n1 : Aj,n1
6= 0}. We claim that

(4.6) 0 < A1,n1
< Aj(n1),n1

, Aj,n1
< Aj+1,n1

for any j(n1) ≤ j < n1

and 0 < A1,n1
+Aj(n1),n1

< Aj(n1)+1,n1
if j(n1) < n1

and

(4.7) 0 < Aj+1,n1
< Aj,n1

for any j ≥ n1.
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Indeed, (4.4) immediately follows from Claim 1, hence the proof of Theorem 4.2
would be concluded.

It remains to prove Claim 1. We begin by computing Aj,n1
. First,

A1,n1
=

(
k−1∑

m=n1

Cm+1−n1
Cmη2m

)
+ Ck+1−n1

ηk(ηk + µk)

+

(
n1+k−2∑

m=k+1

Cm+1−n1
η2m

)
+ (ηn1+k−1 + µn1+k−1)ηn1+k−1

+

(
+∞∑

m=n1+k

η2m

)
for 2 ≤ n1 < k,

and

A1,n1
= C1ηn1

(ηn1
+ µn1

) +

(
n1+k−2∑

m=n1+1

Cm+1−n1
η2m

)

+ (ηn1+k−1 + µn1+k−1)ηn1+k−1 +

(
+∞∑

m=n1+k

η2m

)
for n1 = k,

and, finally,

A1,n1
=

(
n1+k−2∑

m=n1

Cm+1−n1
η2m

)
+ (ηn1+k−1 + µn1+k−1)ηn1+k−1

+

(
+∞∑

m=n1+k

η2m

)
for n1 > k.

We note that in all cases, that is, for any n1 ≥ 2

0 < A1,n1
≤

+∞∑

m=n1

η2m =
c0

Mn1

(
M

M − 1

)
.

We have

Aj,n1
= 0 for any 2 ≤ j ≤ n1 − k

from which j(n1) as in the statement of the claim is equal to max{2, n1 − k + 1}.
For j = n1 + s− k, with 1 ≤ s < k and j ≥ 2, we have

bAn1+s−k,n1
=

(
n1+s−3∑

m=n1

Cm+1−n1
A2+k−s+m−n1

η2m

)

+ Cs−1ηn1+s−2(Akηn1+s−2 + µn1+s−2)− Csµn1+s−1ηn1+s−1.

Hence

An1+s−k,n1
=

c0δ

bMn1

(
s∑

m=1

Cm

Mm−1

)
.

The most important term is for j = n1

bAn1.n1
=

(
n1+k−3∑

m=n1

Cm+1−n1
A2+m−n1

η2m

)

+ Ck−1ηn1+k−2(Akηn1+k−2 + µn1+k−2)− µn1+k−1(ηn1+k−1 + µn1+k−1).
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We have that

An1.n1
=

c0
bMn1

[(
k−3∑

m=0

Cm+1A2+m

Mm

)
+ Ck−1

Ak − δ

Mk−2
+

δ(1 − δ)

Mk−1

]

=
c0δ

bMn1

(
k−1∑

m=1

Cm

Mm−1
+

1− δ

Mk−1

)
=

c0δ

bMn1
K =

M2

2α0Mn1

hence c0 has to be defined as

(4.8) c0 =
bM2

2α0δK
.

Note that K > 0 depends on M , k and δ only. It is immediate to check that
0 ≤ Aj,n1

≤ An1,n1
for any 2 ≤ j < n1 and that the second condition in (4.6) is

satisfied. Moreover, the first and third conditions in (4.6), which immediately imply
0 ≤ A1,n1

≤ An1,n1
, are satisfied provided we fix b such that

M

M − 1
<

δ(1− kδ)

bMk−1
, that is, b =

(M − 1)δ(1− kδ)

2Mk
.

Hence, once k and δ are fixed, first b and then c0 can be chosen as required. The
choice of k and δ is crucial to compare An1,n1

with Aj,n1
for j > n1, which we

compute next. For j = n1 + 1 we have

bAn1+1,n1
=

(
n1+k−2∑

m=n1

Am+1−n1
Cm+1−n1

η2m

)

+ (Ak − δ)(1 − δ)η2n1+k−1 + δη2n1+k

therefore

An1+1,n1
=

c0
bMn1

(
A2

1 + δ

k−2∑

m=1

Cm+1

Mm
+

δ(1− δ)

Mk−1
+

δ

Mk

)
.

We recall that

An1,n1
=

c0
bMn1

(
A1δ + δ

k−2∑

m=1

Cm+1

Mm
+

δ(1− δ)

Mk−1

)
,

hence we need to show that, for some 0 < A1 < 1 and 0 < δ = (1 − A1)/k < 1/k,
we have

A1δ =
A1(1−A1)

k
> A2

1 +
δ

Mk
= A2

1 +
1−A1

kMk
,

that is, multiplying by k,

(k + 1)A2
1 +

(
−1− 1

Mk

)
A1 +

1

Mk
< 0.

For 0 < A1 =
1+ 1

Mk

2(k+1) < 1, the previous polynomial is negative if and only if

1 +
1

Mk
> 2

√
k + 1

Mk
hence when Mk/2 >

√
k +

√
k + 1.

But for k = 5 we have

M5/2 ≥ 25/2 >
√
5 +

√
6.

We conclude that, for k = 5 and

A1 =
1 + 1

M5

12
or, equivalently, δ =

11− 1
M5

60

we have An1+1,n1
< An1,n1

. We also note that A1 < δ.
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For j = n1 + s, 2 ≤ s ≤ k, we have

bAj,n1
=

(
n1+k−2∑

m=n1+s−1

Am+2−n1−sCm+1−n1
η2m

)
+Ak+1−s(1− δ)η2n1+k−1+

+

(
n1+s+k−3∑

m=n1+k

Am+2−n1−sη
2
m

)
+ (Akηj+k−2 + µj+k−2)ηj+k−2 − µj+k−1ηj+k−1,

that is, for j = n1 + s, 2 ≤ s ≤ k − 2,

Aj,n1
=

c0
bMn1

(
A1Cs

M s−1
+

k−2∑

m=s

δCm+1

Mm
+

δ(1 − δ)

Mk−1
+

k+s−1∑

m=k

δ

Mm

)
.

and

An1+k−1,n1
=

c0
bMn1

(
A1Ck−1

Mk−2
+

δ(1 − δ)

Mk−1
+

2k−2∑

m=k

δ

Mm

)
.

and

An1+k,n1
=

c0
bMn1

(
A1(1 − δ)

Mk−1
+

2k−1∑

m=k

δ

Mm

)
.

Let us compare An1+s,n1
with An1+s+1,n1

for 1 ≤ s ≤ k − 2. We have

bMn1+s−1

c0
(An1+s,n1

−An1+s+1,n1
)

= A1Cs +
(δ −A1)Cs+1

M
− δ

Mk+1
> A2

1 −
δ

Mk+1

since Cs ≥ A1 for any 1 ≤ s ≤ k − 2 and A1 < δ. Since

A2
1 >

1

144
>

11

60

1

26
>

δ

M6

we conclude that for any 1 ≤ s ≤ k − 2

(4.9) An1,n1
> An1+s,n1

> An1+s+1,n1
.

For s = k − 1,

bMn1+k−2

c0
(An1+k−1,n1

−An1+k,n1
)

= A1Ck−1 +
(δ −A1)(1− δ)

M
− δ

Mk+1
> A2

1 −
δ

Mk+1

and we infer that (4.9) holds for any 1 ≤ s ≤ k − 1.
For j ≥ n1 + k + 1

bAj,n1
=




j+k−3∑

m=j−1

Am+2−jη
2
m


+ (Akηj+k−2 + µj+k−2)ηj+k−2 − µj+k−1ηj+k−1

hence

Aj,n1
=

c0
bMn1


 A1

M j−n1−1
+

j−n1+k−1∑

m=j−n1

δ

Mm


 for j ≥ n1 + k + 1.

It is immediate to see that for any j ≥ n1 + k + 1 we have

Aj,n1
= MAj+1,n1

> Aj+1,n1
.
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Hence to prove (4.7) it is enough to show that An1+k,n1
> An1+k+1,n1

. We have

bMn1+k−1

c0
(An1+k,n1

−An1+k+1,n1
)

= A1(1− δ) +
(δ −A1)

M
− δ

Mk+1
> A2

1 −
δ

Mk+1

since A1 + δ < 1. We have shown (4.7), thus the proof is concluded. �

4.2. Second counterexample for sequences spaces. A simple rescaling argu-
ment leads to the following case. Let X = E = H = l2. We consider

(4.10) F = Ẽ = F2 =

{
γ ∈ l2 : ‖γ‖F2

=

+∞∑

n=1

√
n|γn| < +∞

}
.

For any j ≥ 0, let

(4.11) uj =
b√
j + 2

ej+2

and, for any n ≥ 0, let

(4.12) σn =
n∑

j=0

uj .

We note that lim
n

‖σn‖X = +∞.

Using the same notation as before, we define the linear operator Λ : X → H as
follows. For any j ≥ 2

(4.13) Λ(ej)

=

√
j

b

[(
k∑

i=1

Aiηj+i−2ej+i−2

)
+ µj+k−2ej+k−2 − µj+k−1ej+k−1

]

whereas

(4.14) Λ(e1) =

(
k∑

m=1

Cmηmem

)
+

(
+∞∑

m=k+1

ηmem

)
+ µkek.

Clearly

(4.15) Λ(γ) =

+∞∑

j=1

γjΛ(ej) for any γ ∈ l2.

As in Lemma 4.1, we have that the operator Λ defined in (4.15) is a bounded
linear operator from X = l2 into H = l2. Moreover, Λ is injective on l2, thus in
particular on F = F2. Then, for Λ̃ = Λ(e1), in a completely analogous way one can
prove the corresponding version of Theorem 4.2.

Theorem 4.5. For any M ≥ 2 and α0 > 0, if k = 5, there exist suitable constants

c0 > 0, b > 0, 0 < δ < 1/k such that the sequence {σn}n≥0 as in (4.11), (4.12)
coincides with the multiscale sequence {σn}n≥0 given by (1.2), (1.3) and (1.4).

We just make a few remarks. If, for any j ∈ N and n1 = n+ 2 ≥ 2, we call

Aj,n1
=

1√
j
〈Λ(e1)− Λ(σn),Λ(ej)〉H ,

then

‖(Λ(e1)− Λ(σn)) ◦ Λ‖∗ = sup
j∈N

|Aj,n1
|.
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Moreover, the numbers Aj,n1
coincide with those of the first example, hence they

satisfy Claim 1 from which the proof of Theorem 4.5 immediately follows.

4.3. A not converging multiscale decomposition for a bounded linear
blurring operator on the line. We call

ej = (−1)j
√
j

2
χIj for any j ∈ N.

where {Ij = [aj , bj ]}j∈N is a sequence of closed pairwise disjoint intervals such that
a1 = 0 and

0 ≤ aj < bj = aj +
4

j
< aj+1 = bj + j2 for any j ≥ 1.

We call Lj = (bj , aj+1) and we have |Ij | = 4/j and |Lj | = j2 for any j ∈ N.
We have that {ej}j∈N is an orthonormal system in L2(R) and for any γ ∈ l2 we

have ∥∥∥∥∥∥

+∞∑

j=1

γjej

∥∥∥∥∥∥
L2(R)

= ‖γ‖l2 and

∥∥∥∥∥∥

+∞∑

j=1

γjej

∥∥∥∥∥∥
BV (R)

= ‖γ‖F2

where F2 is as in (4.10) and ‖ · ‖BV (R) is the norm of the homogeneous BV (R)

space, that is, it coincides with the total variation. We call H̃ the closure of the
span of {ej}j∈N, that is,

u ∈ H̃ if and only if u =
+∞∑

j=1

γjej for some γ ∈ l2.

We call

K =
{
v ∈ L2(R) : v =

+∞∑

j=1

κjχLj
for some κ ∈ l∞

}

and note that K is orthogonal to H̃ . We call

P = (H̃ +K)⊥

hence any w ∈ L2(R) can be written in a unique way as

w = u+ v + z with u ∈ H̃, v ∈ K and z ∈ P.

We note that if z ∈ P , then
ˆ

Ij

z =

ˆ

Lj

z = 0 for any j ∈ N.

Let us investigate the behaviour of the total variation for such a decomposition.
We use the following notation. For any a ∈ R and for a (good representative of a)
BV function w, we denote a± = lim

x→a±
w(x). We have the following lemma whose

proof is immediate.

Lemma 4.6. Let z ∈ L2((−∞, 0)). Then

|Dz|((−∞, 0)) ≥ |z(0−)|.

Let I an open interval and let z ∈ L2(I) be such that
´

I z = 0. Then

|Dz|(I) ≥ |z+(a)|+ |z−(b)|.
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Finally, we have, for w = u+ v + z ∈ L2(R),

‖u+ v + z‖BV (R) ≥
∣∣∣∣− γ1

√
1

2
+ z(a+1 )− z(a−1 )

∣∣∣∣

+

+∞∑

j=1

[
|z(a−j )|+ |z(a+j )|+ |z(b−j )|+ |z(b+j )|

]

+
+∞∑

j=1

∣∣∣∣(−1)jγj

√
j

2
+ z(b−j )− κj − z(b+j )

∣∣∣∣

+

+∞∑

j=1

∣∣∣∣κj + z(a−j+1)− (−1)j+1γj+1

√
j + 1

2
− z(a+j+1)

∣∣∣∣

≥ ‖u+ v‖BV (R) ≥
+∞∑

j=1

|γj |
√
j − 2

+∞∑

j=1

|kj |.

We define Λ : L2(R) → L2(R) as follows. We define, for any j ∈ N, Λ(ej) as in
(4.14) and (4.13), hence

(4.16) Λ(u) =

+∞∑

j=1

γjΛ(ej) for any u =

+∞∑

j=1

γjej with γ ∈ l2.

Instead, we define

Λ(v + z) = v + z for any v ∈ K and z ∈ P,

that is, Λ|H̃⊥ is the identity.

Lemma 4.7. We have that Λ : L2(R) → L2(R) is a bounded linear injective

operator. Moreover, the problem

(4.17) min{λ‖Λ̃− Λ(w)‖2L2(R) + ‖w‖BV (R) : w ∈ L2(R)}

admits a unique solution for any λ > 0 and any Λ̃ ∈ L2(R).

Proof. First of all, we note that Λ(u) ∈ H̃ for any u ∈ H̃ and it coincides with

the operator Λ defined in our second variant, therefore Λ|H̃ : H̃ → H̃ ⊂ L2(R) is a

bounded linear injective operator. Since Λ(ṽ) = ṽ for any ṽ ∈ H̃⊥, we immediately
conclude that Λ is a bounded linear and injective operator.

Hence, only the solvability of (4.17) needs a proof. This is not completely trivial.

Let Λ̃ = ũ + ṽ + z̃ and let wn = un + vn + zn, n ∈ N, be a minimizing sequence.
We note that the minimum problem can be written as

min
{
λ‖ũ− Λ(u)‖2L2(R) + λ‖ṽ − v‖2L2(R) + λ‖z̃ − z‖2L2(R)

+ ‖u+ v + z‖BV (R) : w = u+ v + z ∈ L2(R)
}

hence we can assume that for some constant C

‖un + vn + zn‖BV (R), ‖vn‖L2(R) + ‖zn‖L2(R) ≤ C for any n ∈ N.

Hence, by Lemma 4.6,

C ≥ ‖un + vn + zn‖BV (R) ≥ ‖un + vn‖BV (R) ≥
+∞∑

j=1

|γn
j |
√

j − 2
+∞∑

j=1

|knj |.
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We have

+∞∑

j=1

|knj | =
+∞∑

j=1

|knj |
j

j

≤




+∞∑

j=1

|knj |2j2



1/2


+∞∑

j=1

1

j2




1/2

= C1‖vn‖L2(R) ≤ C1C.

We conclude that

‖un‖L2(R) = ‖γ‖l2 ≤ ‖γ‖l1 ≤
+∞∑

j=1

|γn
j |
√
j ≤ C + 2C1C.

Therefore, for some constant C̃ we have for any n ∈ N

‖wn‖L2(R), ‖wn‖BV (R) ≤ C̃.

Then we argue like for the classical Rudin-Osher-Fatemi model. Namely, we can
assume passing to subsequences that un, vn and zn weakly converge in L2(R) to u,
v and z respectively. By semicontinuity

‖ṽ − v‖L2(R) ≤ lim inf
n

‖ṽ − vn‖L2(R) and ‖z̃ − z‖L2(R) ≤ lim inf
n

‖z̃ − zn‖L2(R)

and
‖u+ v + w‖BV (R) ≤ lim inf

n
‖un + vn + wn‖BV (R).

Since Λ is linear and continuous, un weakly converging to u implies that Λ(un)
weakly converges to Λ(u) and we immediately conclude that

‖ũ− Λ(u)‖2L2(R) ≤ lim inf
n

‖ũ− Λ(un)‖2L2(R).

Hence w = u + v + z is a minimizer. Uniqueness follows by Remark 2.2 and the
proof is concluded. �

Remark 4.8. If z̃ = 0, that is, Λ̃ = ũ+ ṽ, then, w, the solution to (4.17), is such
that z = 0, that is, w = u+ v where u+ v solve

(4.18) min
{
λ‖ũ− Λ(u)‖2L2(R) + λ‖ṽ − v‖2L2(R) + ‖u+ v‖BV (R) :

w = u+ v ∈ H̃ +K
}
.

For any j ≥ 0, let

(4.19) uj =
b√
j + 2

ej+2

and, for any n ≥ 0, let

(4.20) σn =

n∑

j=0

uj .

Remark 4.9. We obtain that ‖σn‖2L2(R) = b2
n+2∑

j=2

1

j
, hence

lim
n

‖σn‖L2(R) = +∞.

Moreover, ‖σn‖L1(R) = 2b

n+2∑

j=2

1

j
and ‖σn‖BV (R) = b(n+ 1) thus we also have

lim
n

‖σn‖L1(R) = +∞ and lim
n

‖σn‖BV (R) = +∞.
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We fix Λ̃ = Λ(e1). Our aim is to show that the following result holds.

Theorem 4.10. For any M ≥ 2 and α0 > 0, if k = 5, there exist suitable constants
c0 > 0, b > 0, 0 < δ < 1/k such that the sequence {σn}n≥0 as in (4.19), (4.20)
coincides with the multiscale sequence {σn}n≥0 given by (1.2), (1.3) and (1.4).

The remaining part of this section is devoted to the proof of Theorem 4.10. We
argue by induction. We call Λ̃ = Λ̃−1 and, for any n ≥ 0, Λ̃n = Λ̃−Λ(σn), where σn

is as in (4.20). For any n ≥ 0, we show that un as in (4.19) is the unique minimizer
for

min
{
Fn(w) : w = u+ v ∈ H̃ +K

}

where Fn(w) = λn‖Λ̃n−1 − Λ(w)‖2L2(R) + ‖w‖BV (R). By convexity, a necessary and

sufficient condition is that the following kind of directional derivative is nonnegative
for any direction, namely

∂Fn

∂w
(un) = lim sup

ε→0+

Fn(un + εw)− Fn(un)

ε
≥ 0 for any w ∈ H̃ +K.

Let

w = u+ v =

+∞∑

j=1

αjχIj +

+∞∑

j=1

βjχLj
.

Since w ∈ L2(R), we have that

(4.21)

+∞∑

j=1

|αj |2
j

< +∞, hence lim inf
j→+∞

|αj | = 0.

Then, with n1 = n+ 2, since ‖un‖BV (R) = b for any n ≥ 0,

Fn(un + εw)− Fn(un)

= −2λnε〈Λ̃n−1 − Λ(un),Λ(u)〉+ ε2‖Λ(w)‖2L2(R) + ‖un + εw‖BV (R) − b

= −2λnε〈Λ̃− Λ(σn),Λ(u)〉+ ε2‖Λ(w)‖2L2(R) + ‖un + εw‖BV (R) − b

= −4λnε

+∞∑

j=1

(−1)jAj,n1
αj + ε2

(
‖Λ(u)‖2L2(R) + ‖v‖2L2(R)

)

+ ‖un + εw‖BV (R) − b.

Hence, we can equivalently define

∂Fn

∂w
(un) = lim sup

ε→0+

1

ε

(
− 4λnε

+∞∑

j=1

(−1)jAj,n1
αj + ‖un + εw‖BV (R) − b

)

which is convenient since from now on we can drop the assumption that v ∈ L2(R)
and keep only the one that w ∈ BV (R). This implies in particular that at least we

have {αj}j∈N ∈ l∞ and {βj}j∈N ∈ l∞. We recall that un = (−1)n1
b

2
χIn1

and we

can assume that, for 0 < ε ≤ ε0,

b

2
> 2εmax

j∈N

{|αj |, |βj |}.

From now on, we always assume that 0 < ε ≤ ε0. We have that, with the new
definition,

∂Fn

∂w
(un) ≥

∂Fn

∂w̃
(un)
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for w̃ = w̃(u) = u+ ṽ(u) where ṽ(u) =

+∞∑

j=1

β̃jχLj
is chosen as follows. First, since

b/2− ε|αn1
| > εmax

j∈N

{|αj |, |βj |},

we set

β̃n1−1 = max{αn1−1, 0} and β̃n1
= max{αn1+1, 0}, for n1 even

and

β̃n1−1 = min{αn1−1, 0} and β̃n1
= min{αn1+1, 0}, for n1 odd.

For all remaining j ∈ N\{n1 − 1, n1}, the rule is the following. If αjαj+1 ≥ 0, we

pick |β̃j | = min{|αj|, |αj+1|}, with sign equal to the sign of the one, if any, which

is not 0. If αjαj+1 < 0, we pick β̃j = 0. In fact such a ṽ(u) has indeed the effect

of minimizing ‖un + ε(u + v)‖BV (R) for all v =

+∞∑

j=1

βjχLj
. Hence, without loss of

generality, in what follows we assume that v = ṽ(u) and note that we can drop
completely the dependence on v in the directional derivative, namely we call, with
a slight abuse of notation

(4.22)
∂Fn

∂u
(un) = −4λn

+∞∑

j=1

(−1)jAj,n1
αj + lim sup

ε→0+

‖un + ε(u+ ṽ(u))‖BV (R) − b

ε
.

Our aim is to show that for any u ∈ L2(R) with u + ṽ(u) ∈ BV (R), we have that
∂Fn

∂u
(un) defined as in (4.22) is nonnegative.

We begin by considering the parameter αn1
. If we consider û = u−αn1

χIn1
then

∂Fn

∂u
(un) =

∂Fn

∂û
(un). In fact, first we note that ṽ(u) = ṽ(û). Then

−4λnε(−1)n1An1,n1
αn1

= (−1)n1+12εαn1

and ‖un + ε(u+ ṽ(u))‖BV (R) = ‖un+ ε(û+ ṽ(û))‖BV (R) +(−1)n12εαn1
. Therefore,

in what follows we further assume without loss of generality that u is such that
αn1

= 0.

We use the convention that β̃0 = β̃∞ = 0. We consider four different cases.

i) Let n1 < j0 ≤ j1 ≤ +∞ be such that αj , for j0 ≤ j ≤ j1 or j0 ≤ j if j1 = +∞,

are either all positive or all negative and β̃j0−1 = β̃j1 = 0.
ii) Let 1 ≤ j0 ≤ j1 < n1 be such that αj , for j0 ≤ j ≤ j1, are either all positive or

all negative and β̃j0−1 = β̃j1 = 0.
iii) Let j0 = n1 + 1 ≤ j1 ≤ +∞ and let us assume that for any j0 ≤ j ≤ j1 or

j0 ≤ j if j1 = +∞, (−1)n1αj > 0 and β̃j1 = 0.
iv) Let 1 ≤ j0 ≤ j1 = n1 − 1 and let us assume that for any j0 ≤ j ≤ j1,

(−1)n1αj > 0 and β̃j0−1 = 0.

We begin with the following lemma.

Lemma 4.11. In all cases, we call û the function which is obtained from u by

setting αj = 0 for any j0 ≤ j ≤ j1 or j0 ≤ j if j1 = +∞.

In cases i) and iii), assume |αj | ≥ |αj+1| for any j0 ≤ j < j1.
In cases ii) and iv), assume |αj | ≤ |αj+1| for any j0 ≤ j < j1.

Then
∂Fn

∂u
(un) ≥

∂Fn

∂û
(un), directional derivatives defined as in (4.22).
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Proof. We call w = u+ ṽ(u) and ŵ = û+ ṽ(û).
Let us prove the first case. We have that

‖un + εw‖BV (R) = ‖un + εŵ‖BV (R) + 2ε|αj0 |,

using (4.21) when j1 = +∞. The contribution given by these αj , j0 ≤ j ≤ j1 or
j0 ≤ j if j1 = +∞, is

−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

and by (4.7)
∣∣∣∣∣∣
−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

∣∣∣∣∣∣
≤ 4λnεAj0,n1

|αj0 | ≤ 2ε|αj0 |

and the first case is proved.
About the second case, the argument is completely analogous. In fact, we have

that

‖un + εw‖BV (R) = ‖un + εŵ‖BV (R) + 2ε|αj1 |.
The contribution given by these αj , j0 ≤ j ≤ j1, is

−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

and by (4.6) ∣∣∣∣∣∣
−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

∣∣∣∣∣∣
≤ 2ε|αj1 |.

Some extra care is required in this case. If 2 ≤ j0, then we easily obtain
∣∣∣∣∣∣
−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

∣∣∣∣∣∣
≤ 4λnεAj1,n1

|αj1 | ≤ 2ε|αj1 |.

If j0 = 1 and j1 > j(n1), then

∣∣∣∣∣∣
−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

∣∣∣∣∣∣
=

∣∣∣∣∣∣
−4λnε(−1)A1,n1

α1 − 4λnε

j1∑

j=j(n1)

(−1)jAj,n1
αj

∣∣∣∣∣∣
≤ 4λnεAj1,n1

|αj1 | ≤ 2ε|αj1 |

since we use A1,n1
< Aj(n1) when j(n1) is even and A1,n1

+Aj(n1) < Aj(n1)+1 when
j(n1) is odd. The same argument works when j1 = j(n1) with j(n1) even.

If j0 = 1 and j1 = j(n1) with j(n1) odd, then
∣∣∣∣∣∣
−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

∣∣∣∣∣∣
= 4λnε

∣∣A1,n1
α1 +Aj(n1),n1

αj(n1)

∣∣ ≤ 2ε|αj1 |

since we use A1,n1
+Aj(n1) < Aj(n1)+1 ≤ 1/(2λn).

Finally, if j0 = 1 and j1 < j(n1), then, since A1,n1
< 1/(2λn),

∣∣∣∣∣∣
−4λnε

j1∑

j=j0

(−1)jAj,n1
αj

∣∣∣∣∣∣
= 4λnε |A1,n1

α1| ≤ 2ε|α1| ≤ 2ε|αj1 |.
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Both in the third and fourth case, we have ‖un + εw‖BV (R) = ‖un + εŵ‖BV (R).

In the third case, −4λnε(−1)n1+1An1+1,n1
αn1+1 > 0 and the contribution given by

these αj , j0 ≤ j ≤ j1 or j0 ≤ j if j1 = +∞, is

−4λnε

j1∑

j=n1+1

(−1)jAj,n1
αj

which is also positive by (4.7).
In the fourth case, again−4λnε(−1)n1−1An1−1,n1

αn1−1 > 0 and the contribution
given these αj , j0 ≤ j ≤ j1, is

−4λnε

n1−1∑

j=j0

(−1)jAj,n1
αj

which is also positive by (4.6), using a similar care as for the second case. In
particular, the only case when j1 = n1 − 1 < j(n1) is when j(n1) = n1 and that
happens only for n1 = 2, therefore in this case j0 = j1 = 1 and n1 = 2. �

Next, we show that if the monotonicity properties of Lemma 4.11 are not sat-
isfied, they can be achieved by iterating the following procedure. We begin with a
definition.

Definition 4.12. In the first and third case, we say that j0 < k0 ≤ k1 ≤ j1 define
a strict local maximum region if |αj | = α for any k0 ≤ j ≤ k1 and |β̃k0−1| < α and

|β̃k1
| < α. Note that k1 < +∞ by (4.21). We call α̃ = max{|β̃k0−1|, |β̃k1

|}.
In the second and fourth case, we say that j0 < k0 ≤ k1 ≤ j1 define a strict local

minimum region if |αj | = α for any k0 ≤ j ≤ k1, |αk0−1| > α and either k1 = j1 or
|αk1+1| > α. We call α̃ = |αk0−1| if k1 = j1 or α̃ = min{|αk0−1|, |αk1+1|}.

Remark 4.13. We satisfy the assumptions of Lemma 4.11 if and only if there is no
local maximum or, respectively, minimum region. For this purpose, when j1 = +∞
we use in particular (4.21).

Lemma 4.14. Let u1 be obtained from u by the following procedure.

In the first and third case, for any local maximum region we drop |αj | = α,
k0 ≤ j ≤ k1, to α̃.

In the second and fourth case, for any local minimum region we raise |αj | = α,
k0 ≤ j ≤ k1, to α̃.

Then
∂Fn

∂u
(un) ≥

∂Fn

∂u1
(un), directional derivatives defined as in (4.22).

Proof. We use the same kind of argument as in the proof of first two cases in
Lemma 4.11. In fact, we call w1 = u1 + ṽ(u1) and note that

‖un + εw‖BV (R) = ‖un + εw1‖BV (R) + 2ε|α− α̃|.
Then for k0 ≤ j ≤ k1, the values of αj are constant so satisfy the required mono-
tonicity property. �

By applying the same procedure to u1, we construct a sequence {um}m∈N, with
coefficients αm

j , j ∈ N, along which the directional derivative is decreasing. We note
that αm

j0
= αj0 for any m ∈ N. More importantly, for any of the regions [j0, j1],

if for some um the coefficients |αm
j |, j0 ≤ j ≤ j1, are decreasing or, respectively,

increasing, then the procedure stops in this region, that is, αm+1
j = αm

j , for any
j0 ≤ j ≤ j1. Moreover, if j1 is finite, the procedure has to stop after at most j1− j0
steps. In fact, there are at most j1 − j0 intervals which are candidates to be [k0, k1]
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and at each step the number of candidates reduces of at least one, hence the number
of candidates is zero after j1 − j0 steps.

After n1 steps, for all regions [j0, j1] in the second and fourth cases, the coef-
ficients |αn1

j |, j0 ≤ j ≤ j1, are increasing, then we can apply Lemma 4.11, thus
without loss of generality we can assume from the very beginning that αj = 0 for
any j = 1, . . . , n1.

Let us consider the first and third cases. First of all we note that for any j > n1

and any m ∈ N, |αm+1
j | ≤ |αm

j | ≤ |αj |. Besides j0, there might be other coefficients

αl, j0 < l ≤ j1 which remain constant along the sequence {um}m∈N. In particular,
this is true if |αj | ≥ |αl| for any j0 ≤ j ≤ l. When j1 = +∞, there exists a sequence
{lk}k∈N such that for any k ∈ N we have j0 < lk < lk+1, |αj0 | > |αlk | > |αlk+1

| and
|αj | ≥ |αlk | for any j0 ≤ j ≤ lk. This may be easily constructed by induction using

(4.21). In fact, let l̃1 > j0 be such that |αj0 | > |αl̃1
| and call l1 the index minimizing

|αj | for j0 ≤ j ≤ l̃1. Then, let l̃2 > l̃1 be such that |αl1 | > |αl̃2
| and call l2 the index

minimizing |αj | for j0 ≤ j ≤ l̃2. Clearly l2 > l1 and by iterating the procedure we
construct the desired sequence. We conclude that for any k ∈ N and any m ∈ N,
we have αm

lk
= αlk . We can now conclude the proof of Theorem 4.10.

Proof of Theorem 4.10. We assume αj = 0 for any 1 ≤ j ≤ n1. We easily infer
that there exists {α∞

j }j∈N such that, as m → +∞, we have that αm
j → α∞

j for any

j ∈ N and, by the dominated convergence theorem, um converges in L2(R) to u∞,
the function corresponding to the sequence {α∞

j }j∈N. Then, for m ∈ N∪{+∞}, we
call wm = um + ṽ(um). It is easily seen that, for any m ∈ N,

‖un + εwm+1‖BV (R) ≤ ‖un + εwm‖BV (R) ≤ ‖un + εw‖BV (R),

therefore by semicontinuity of the total variation

(4.23) ‖un + εw∞‖BV (R) ≤ ‖un + εwm‖BV (R) ≤ ‖un + εw‖BV (R).

By the continuity of Λ, it is also easy to infer that as m → +∞
−2λnε〈Λ̃− Λ(σn),Λ(u

m)〉 → −2λnε〈Λ̃ − Λ(σn),Λ(u
∞)〉.

Hence, we conclude that for any m ∈ N

∂Fn

∂u∞
(un) ≤

∂Fn

∂um
(un) ≤

∂Fn

∂u
(un),

where all these directional derivatives are defined as in (4.22).
Finally, for all intervals [j0, j1], {α∞

j }j∈N satisfies the monotonicity property of
Lemma 4.11. In fact, whenever j1 is finite, this is true for any m ≥ j1−j0, hence for
m = +∞ as well. If j1 = +∞, for any k ∈ N, for any m ≥ lk and any j0 ≤ j ≤ lk,
we have that |αm

j | is constant with respect to m and decreasing with respect to
j. Hence |α∞

j | is decreasing with respect to j on [j0, lk] for any k ∈ N, hence on

[j0,+∞).

By Lemma 4.11, since û∞ = 0, we infer that
∂Fn

∂u∞
(un) ≥ 0 and the proof is

concluded. �

5. Conclusions

Our results suggest that for the multiscale procedure for inverse problems it
might be convenient to adopt a Hilbert norm regularization, possibly also in the
nonlinear case. Such kind of regularization might help both to guarantee conver-
gence in the unknowns space and to stabilize the reconstruction procedure, which
is an important desirable feature. In fact, the multiscale procedure for inverse prob-
lems might serve for two purposes. First, we solve the inverse problem and at the
same time we have a multiscale decomposition of the solution which is driven by
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the inverse problem itself. Second, as λn grows, the stability of the minimization
problem

min
{
λn

(
d(Λ̃,Λ(u))

)α
+ (R(u))β : u ∈ E

}

degrades, sometimes very rapidly. It can be speculated that (1.3) is instead more
stable, by exploiting the fact that σn−1 is already a good approximation of the
solution, thus we have a very nice initial guess and we can restrict our problem to a
local one near σn−1. Hence, at the same level of resolution, the multiscale procedure
might turn out to be more reliable.

On the other hand, if a different kind of regularization is used, our counterex-
amples suggest that it would be better to adopt the tighter multiscale procedure
developed in [13] instead of the classical one.
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